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• How did we inherit our neuroscience framework?

• How did cognitive mechanisms emerge?

• What is the alternative to the blank slate model?

Előadó
Bemutató megjegyzései
Neuroscience has inherited its paradigm from a philosophy-driven framework which portrays the brain (or, more precisely, the soul and the mind) as a tool to learn about the true nature of the world. Early thinkers used introspection and gave names to mental operations, and now, millennia later, we search for neural mechanisms that might relate to their dreamed-up ideas. 



Buzsaki OUP (2019)
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Előadó
Bemutató megjegyzései
An inevitable consequence of the ‘outside-in’ framework is the assumption that the brain’s fundamental function is to perceive ‘signals’ from the world and correctly interpret them. In order to respond to these signals – approach or avoid them – an additional operation is needed. Wedged between perceptual inputs and an output in the form of action is the terrain of a hypothetical central processor—an entity that takes sensory representation from the outside world and makes a decision about what to do with it. This poorly understood but often speculated about territory has been referred to by various terms, such as free will, homunculus, decision maker, consciousness, information processing, executive function, representation, intervening variables or black box, depending on the experimenter’s philosophical inclination 



Buzsaki OUP (2019)
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Előadó
Bemutató megjegyzései
The brain’s task is to perceive, represent the world, process information and decide how to respond




back then
(crazy, unscientific)

Phrenology and neo-phrenology

19th century



experimenter

Outside-in framework Inside-out framework
(internally organized, action based)

efference copy or
corollary discharge

Action provides 
grounding

no grounding

“I am the agent of my actions and perceptions”

Előadó
Bemutató megjegyzései
A fundamental fallacy of the outside-in representational framework is that the arbitrator of the relationship between world events and neuronal events is not the brain but the experimenter. Even if neurons do change their firing patterns when receptors of sensory organs are stimulated, such responses do not intrinsically ‘represent’ or symbolize anything for the brain. Such a relationship may be meaningful only for the experimenter. 
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Előadó
Bemutató megjegyzései
Image and negative image cancel each other – the difference is noticed because it is unexpected



• How did we inherited today’s neuroscience framework?

• How did cognitive mechanisms emerge?

• What is the alternative to the blank slate model?



Buzsaki,  Nature 2013
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Előadó
Bemutató megjegyzései
 Sufficient level of network complexity can disengage the brain’s dependence from outside cues and allows it to ‘peak’ into its own computation. 



Buzsaki Hippocampus (2005)
Buzsaki, Moser E   Nature Neurosci (2013)

Navigation

Dead-reckoning
path integration
(self-referenced)
displacement
duration velocity

Map-based
(allocentric)
Set of positions 
time is stripped off

Internalization of navigation: memory

Semantic
(allocentric)

Episodic
(self-referenced)

Memory (mental navigation)



Elements of navigation
(the map metaphor)

Head directions cells Grid cells Place cells

Moser group (2005) 

Nobel Prize 2014

O’Keefe (1971)
Nobel Prize 2014

Ranck (1984)
no prize

60o

Előadó
Bemutató megjegyzései
For directionality add here unit firing L vs R. Spatial autocorr?
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Episode 1

Episodic memory:

What happened 
to me where and 
when?

Buzsaki, McKenzie, Davachi Ann Rev Psychol (2022)

Episode 2

Episode 3

Előadó
Bemutató megjegyzései
You get an A+ from me for your observation that “episodic memory evolves in spacetime (a segment), whereas semantic knowledge is stripped off from the spatiotemporal context (a point) to become explicit.”
 
For some time now I have suspected that the most important leg of my three-legged episodic memory stool—self, subjective time, and autonoetic consciousness—is subjective time (“s-time”).  (Abbreviations save lots of time!). Your “space-time” can also be abbreviated as “s-time.”   So aren’t we lucky—neurophysiology and neuropsychology agree  on a fundamental concept in their respective sciences   😊
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Newtonian, Kantian neuroscience

Előadó
Bemutató megjegyzései
For directionality add here unit firing L vs R. Spatial autocorr?



in contemporary physics:

“there is no longer space which ‘contains’ the world, 
and there is no time ‘in which’ events occur.”

Challenge to neuroscience

Carlo Rovelli

Carlo Rovelli (2016) 



Separation 
(clustering) of 
individual neurons 

Challenge:

An unsolved 
mathematical 
clustering problem



Clustering by morphology/genetics

Clustering by function 
(flight dynamics)



Diba, Buzsaki Nature Neurosci 2007

Spacetime warping of waking sequences by sharp wave-ripples

Kamran Diba

SPW
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theta

Forward
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postdiction, 
past)

SPW-R



Diba, Buzsaki Nature Neurosci 2007

Spacetime warping of neuronal sequences






delays 

Internal dynamics

P1 P5P2 P3 P4 PnInside out

P1 P5P2 P3 P4 Pn

Imposed by upstream mechanisms 
(cues, path integration)

Outside in

P1 P5P2
P3 P4

Two ways of inducing  neuronal assembly sequences



water water 

Zero displacement
During wheel running, 
external and bodily 
cues are stationary –
firing pattern 
changes must reflect 
internal readout 

5 cm

Head position

Pastalkova, Itzkov, 
Amarasingham,Buzsáki, 
Science (2008)

Eva Pastalkova



Pastalkova, Itzkov, Amarasingham, Buzsáki Science (2008)
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Pastalkova, Itzkov, Amarasingham, Buzsáki Science (2008)

Howard Eichenbaum Nat Rev Neurosci (2014)
TIME CELLS

Itzkov, Curto, Pastalkova, 
Buzsáki J Neurosci (2009)

error of time estimate Cell assembly sequences in
the hippocampus keep track
of time
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”He who knows only his side of the case, 
knows little of that” 

John Stuart Mill



Acoustic Cue-guided Navigation Task

(10 trials)

(70-80 trials)

Zutshi, Apostolelli, Yang, Zheng, Tora, Balzani, Williams, 
Savin, Buzsáki Nature 2025

Ipshita Zutshi








What features drive the neurons?

Place? 

Tone? 

1.   2.    3.    4.    5.  6

Zutshi, Apostolelli, Yang, Zheng, Tora, Balzani, Williams, Savin, Buzsáki Nature 2025



Zutshi, Apostolelli, Yang, Zheng, Tora, Balzani, Williams, Savin, Buzsáki Nature 2025

What features drive the neurons?

Sound



Zutshi, Apostolelli, Yang, Zheng, Tora, Balzani, Williams, Savin, Buzsáki Nature 2025

What features drive the neurons?

licking



What do the ‘task-relevant’ cells respond to?

Possibilities:
• Space
• Time
• Auditory frequency
• preparation to lick
• Deceleration
• Context
• Head turns
• Reward consumption
• Goals



What do the ‘task-relevant’ cells respond to?

Possibilities:
• Space
• Time
• Auditory frequency
• preparation to lick
• Deceleration
• Context
• Head turns
• Reward consumption
• Goals

”Departing from the notion of ‘representation’ of 
external stimuli or ‘mapping’ the environment onto 
the hippocampus, we hypothesize that its 
internally-generated dynamics are projected 
onto the animal's niche to make sense of the 
world through its prospective actions.”

Represent the 
world

Construct the 
world



• How did we inherited today’s neuroscience framework?

• How did cognitive mechanisms emerge?

• Experience: ‘writing in’ or ‘unmasking’?



Roman Huszar

Developmental origin of circuit configuration

Huszár, Zhang, Blockus, Buzsáki Nature Neurosci 2022Euisik Yoon



1) Converge onto 
same interneurons 

2) Co-fire during 
running

3) Co-fire during 
sleep

Neurons born on the same day

Előadó
Bemutató megjegyzései
But what's special about neurons born together?
Click
First of all, there are connectivity constraints – they make synapse with similar sets of interneurons



2) Co-fire during 
running

3) Co-fire during 
sleep

1) Converge onto 
same interneurons 

Neurons born on the same day

Előadó
Bemutató megjegyzései
These cells also tend to fire together more during running … 



2) Co-fire during 
running

3) Co-fire during 
sleep

1) Converge onto 
same interneurons 

Born together, wire together, fire together

Előadó
Bemutató megjegyzései
… as well as sleep periods.




Developmentally specified circuit

Is it just a connectivity 
constraint?

Or computationally 
relevant building blocks

for learning?

Előadó
Bemutató megjegyzései
All of this suggests that have a preconfigured microcircuit with connectivity and co-firing properties. The question is
Click
do these microcircuits represent just “passive” architectural constraints? 
Click
Or do they have computational relevance, serving the role of “building blocks” of cognitive maps?
Click
Our goal with this project was to investigate the dynamics of neurons born on the same during during spatial learning, a hallmark of hippocampal function.



Cheeseboard maze: spatial learning task

- Cheeseboard maze

- 2 water reward locations

Task structure:
- Collect rewards 
- Return to the 
waiting box

Roman Huszar Artem Kirsakov

Előadó
Bemutató megjegyzései
We used the cheeseboard maze paradigm – a 2D arena with two hidden water rewards. 
Click
The animal's task is simple: run from the waiting area, collect both rewards, and return to start the next trial.



Behavior becomes stereotyped

Cheeseboard maze: spatial learning task

Előadó
Bemutató megjegyzései
Looking at the animal's trajectories across trials, we see that behavior quickly becomes stereotyped, indicating clear spatial learning
Click
This is quantified by a decrease in path length over trials, revealing a robust learning curve



Cheeseboard maze: spatial learning task

memory retrieval 

Előadó
Bemutató megjegyzései
The learning phase we just saw
Click
Is preceded by 1-hour period of sleep, which we’ll call Rest 1
Click
After learning, there is another period of sleep – Rest 2

These rest periods are crucial to our analysis



Offline 
replay 
activity

(sharp wave-
ripples)

Cheeseboard maze: spatial learning task

Előadó
Bemutató megjegyzései
In fact, we will use neural activity during sleep to detect what changes in the brain with learning.
Click
We will look into the content of sharp wave ripples – characteristic patterns of offline activity, which play important role in memory consolidation 



Common
Variance
Direction

Contrastive PCA Variance
unique to
REST 2

Variance
unique to
REST 1

Előadó
Bemutató megjegyzései
We call these REST2-specific directions the 'NEW subspace' since they appear with learning Click
while directions unqiue to Rest 1 form the 'OLD subspace’"



Decoding from subspaces (Rest 2 vs Rest 1)

Előadó
Bemutató megjegyzései
We can quantify it by training and evaluating a decoder
Click
That would take as input a vector of population activity
Click
And try to reconstruct animal’s position in the maze



Same-day born neurons encode similar positional 
information in NEW, but not OLD subspace

Előadó
Bemutató megjegyzései
This is the case for CA1 CLICK�Pairs across CA1-CA3 CLICK
But not CA3 itself CLICK
In other words, developmentally related cells encode similar positional information in NEW, but not OLD subspace



- Embryonic development results in microcircuits with 
constrained connectivity

- Correlated activity of these microcircuits is 
maintained during spatial learning, and 
reactivates during sleep, encoding rewards

- Developmentally-defined microcircuits form 
preconfigured “modules” that play unique roles in 
memory encoding

Born together, wire together, 
fire together…learn together

Előadó
Bemutató megjegyzései
So, in summary, today we’ve seen how embryonic development results in microcircuits with constrained connectivity
CLICK
How correlations of cells in such microcircuits are maintained during learning and reactivate during sleep
CLICK
And finally, that these developmentally preconfigured microcircuits play unique roles in memory encoding
CLICK
All of this can be formulated in the take-home message that neurons are born together, wire together, fire together, and learn together





Inhibition can reroute and link assembly sequences

Karmos, Martin, Czopf (1979)
Chomsky (1980)
Edelman (1987)

Kenet, Bibitchkov,Tsodyks,
Grinvald, Arieli (2003)
Buzsaki (2006; 2019)

Dragoi , Tonegawa (2013)
Sadtler… Batista (2014)

Golub…. Chace, Yu (2018)
Farooq, Sibille, Liu, Dragoi (2019)

Available 
reserve

Meaningful

Brains come with preconfigured 
connectivity and dynamic

Neurons that 
wire together 
fire together



Learning Memory 
consolidation

Theta Sleep sharp 
wave-ripple 

(SPW-R)

Memory selection

Roman HuszarWinnie Yang Chen Sun

Buzsaki Neuroscience 1989

Előadó
Bemutató megjegyzései
Our new insight is that, since not all memories during the day are remembered, memories need to be somehow selected during or shortly after learning. This selection mechanism was previous unknown. We hypothesize that AWAKE ripples select the memories. SLEEP ripples consolidate those memories later. This is our new hypothesis. 
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Spike sequences change perpetually even when 
environmental inputs remain constant

Yang, Sun Huszár, Hainmueller, Kiselev, Buzsáki Science (2024)

Előadó
Bemutató megjegyzései
So the picture we have here is that At first glance, the neural sequences from trial to trial seem to be very similar. But they are not quite! 

.....
 
You get the idea now, individual neurons show varying firing rate across trials. So the question is, if we have a lot of those neurons , and have all different combinations of firing patterns, would those unique combinations among large population of cells be enough to reliably differentiate those individual events? 

We know that signal from individual neuron is fundamentally noisy, this motivate us to harness the power of population analysis
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Yang, Sun Huszár, Hainmueller, Kiselev, Buzsáki Science (2024)

Előadó
Bemutató megjegyzései
So the picture we have here is that At first glance, the neural sequences from trial to trial seem to be very similar. But they are not quite! 

.....
 
You get the idea now, individual neurons show varying firing rate across trials. So the question is, if we have a lot of those neurons , and have all different combinations of firing patterns, would those unique combinations among large population of cells be enough to reliably differentiate those individual events? 

We know that signal from individual neuron is fundamentally noisy, this motivate us to harness the power of population analysis



Credit: Artem Kirsakov



Dimensionality reduction: readout of position and  
event sequence (trial #)

Figure 8 maze

51

Spiking data Uniform Manifold 
Approximation and 
Projection (UMAP)

100 ms bin ~500 neurons       
500 dimensional space!

Előadó
Bemutató megjegyzései
To study the behavior of the population as a whole, we can do dimensionality reduction.

Briefly, we take the neural data while animal learn on the figure 8 maze, our lab mate Roman can record up to around 500 neurons simultaneously. We bin and smooth the data, do some other preprocess to build a spiking matrix. Note that since we have 500 neuron, their activity live in a 500 dimensional space, in order to visualize such high dimensional data and find structure inside, we need to do dimensionality reduction, here we use UMAP

What structure do we see? Umap embed the population activity to a low dimensional space and output a structure like this.  we call this a neural manifold.

As we can see this structure seem to have the same topology resembling that of the maze! Pretty cool!









A manifold is a topological space that is locally Euclidean


If possible sort by place field



Dimensionality reduction: readout of position and  
event sequence (trial #)

Neural manifold

Yang, Sun Huszár, Hainmueller, Kiselev, Buzsáki Science (2024)

not surprising

surprising

Előadó
Bemutató megjegyzései
Now that we have a structure that emerge purely unsurprised, we can take a closer look at the neural manifold. We can correlate features of the manifold with various other variables of the external world. 
For example, we can color the manifold base on the linearized position of the animal. Just to orient you... the blue dots in the neural manifold corresponds to
So we have very nice correspondence of the neural manifold and the topology of the maze. This is pretty cool.
 But this is also expected giving that there are place cells in the hippocampus.
What is even more interesting is that if we color the manifold by the trial number. we can see an unexpected pattern emerge ! The neural representation not only tracks different location as animal learn in the maze, it also tracks the progression of trial events.
 You can see this very structured activity pattern from early to late trials where the representation of the events that are closer together in time are embedded closer together in the neural sate space!
So we get a population read out of different trial event!







Both the animal’s position and trial 
number (event) can be identified 

from population activity of 
hippocampal neurons during running

Előadó
Bemutató megjegyzései
Now that we have a structure that emerge purely unsurprised, we can take a closer look at the neural manifold. We can correlate features of the manifold with various other variables of the external world. 
For example, we can color the manifold base on the linearized position of the animal. Just to orient you... the blue dots in the neural manifold corresponds to
So we have very nice correspondence of the neural manifold and the topology of the maze. This is pretty cool.
 But this is also expected giving that there are place cells in the hippocampus.
What is even more interesting is that if we color the manifold by the trial number. we can see an unexpected pattern emerge ! The neural representation not only tracks different location as animal learn in the maze, it also tracks the progression of trial events.
 You can see this very structured activity pattern from early to late trials where the representation of the events that are closer together in time are embedded closer together in the neural sate space!
So we get a population read out of different trial event!




ripples

run

Reward affords brain state change 
SPW-Rs and replay

Past?
Present?
Future?

0                  sec                30  

Előadó
Bemutató megjegyzései
So now I am going to show you an example awake replay event. This replay event took place shortly after the animal was rewarded.  We can see sequential reactivation of cells in the raster plot
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Yang, Sun Huszár, Hainmueller, Kiselev, Buzsáki Science (2024)

Előadó
Bemutató megjegyzései
So the picture we have here is that At first glance, the neural sequences from trial to trial seem to be very similar. But they are not quite! 

.....
 
You get the idea now, individual neurons show varying firing rate across trials. So the question is, if we have a lot of those neurons , and have all different combinations of firing patterns, would those unique combinations among large population of cells be enough to reliably differentiate those individual events? 

We know that signal from individual neuron is fundamentally noisy, this motivate us to harness the power of population analysis





Events that surround waking SPW-Rs are replayed

Decode with 
KNN classifier 

Yang, Sun Huszár, Hainmueller, Kiselev, Buzsáki Science (2024)

Előadó
Bemutató megjegyzései
And we can decode which part of the maze is being replayed by projecting the ripple events on to the maze manifold.

Each time bin in a replay event is represented by a purple dot. And the sequence of those time bins are marked by the numbers. Knowing where they project to on the position manifold, we can decode which part of the maze was being replayed.

What really cool is that we can also decode the trial membership of the replay event.

Notice here, the black tringle represent the location of the animal, when this replay takes place and the purple dot is the decoded content of this event. So this replay took place at trial block 7 and the event is decoded to replay about trial 7. so it is replaying the current trial. This is just one example, but we also quantified across all awake replay events

Most of the awake replays  are replaying about the current trial.







58

Weighing the “importance” of particular 
events by waking SPW-Rs 

Different trials are followed 
by different probability of 
ripples. These ripples replay 
mainly the  spike content of 

the current trial 

Előadó
Bemutató megjegyzései
Some of the trials are replayed a lot, and some of the trials didn’t get to be replayed during awake ripples.

Thoseinformation will become very import later when we examine the relationship between awake and sleep replay.



How do waking replays affect 
SPW-Rs during sleep? 

Awake ripples Sleep ripples



Sleep SPW-Rs replay the tagged events during waking
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Előadó
Bemutató megjegyzései
And we quantify across all the animals and all sessions, we find  a significant  and high correlation between the event replay pattern during awake replay and sleep replay.





Theta
62

Learning

Sleep ripple

Memory 
consolidation

Awake ripple

Memory selection
(tagging)

Előadó
Bemutató megjegyzései
Our new insight is that, since not all memories during the day are remembered, memories need to be somehow selected during or shortly after learning. This selection mechanism was previous unknown. We hypothesize that AWAKE ripples select the memories. SLEEP ripples consolidate those memories later. This is our new hypothesis. 






Credit assignment is brought about by awake 
hippocampal sharp wave ripples

selection garbage

or

Yang, Sun Huszár, Hainmueller, Kiselev, Buzsáki Science (2024)

Előadó
Bemutató megjegyzései
Now that we have a structure that emerge purely unsurprised, we can take a closer look at the neural manifold. We can correlate features of the manifold with various other variables of the external world. 
For example, we can color the manifold base on the linearized position of the animal. Just to orient you... the blue dots in the neural manifold corresponds to
So we have very nice correspondence of the neural manifold and the topology of the maze. This is pretty cool.
 But this is also expected giving that there are place cells in the hippocampus.
What is even more interesting is that if we color the manifold by the trial number. we can see an unexpected pattern emerge ! The neural representation not only tracks different location as animal learn in the maze, it also tracks the progression of trial events.
 You can see this very structured activity pattern from early to late trials where the representation of the events that are closer together in time are embedded closer together in the neural sate space!
So we get a population read out of different trial event!




• The place cells may reflect planned and executed
trajectories rather than space and time

• This trajectory may be in physical or abstract space, such
as thought and intention

• The machinery that evolved to support navigation through
space was exapted into a much bigger role

• Navigation in physical and mental space is based on the
same neuronal algorithm

• Mechanisms for tracking space and time are general-
purpose algorithms for tracking sequences of events and

mapping the relationship between them
Buzsaki OUP (2019)

Előadó
Bemutató megjegyzései
The perpetually active brain produces vast amounts of neuronal trajectories and these preformed neuronal patterns are available to be matched with unique experiences. Thereby, the initially nonsensical neuronal trajectories can gain meaning by action-based experience. Action is main source for grounding the significance of sensory inputs. Meaning is thus neither objective nor absolute but relative to the grounding action and to the brain’s existing knowledge base. 



• Different species have their versions of reality

• Brains divide (partition) the outside world into objects and
construct “space” into which to place these objects

• We arrange the world into what, where and when by our
internally organized sequential brain activity

Buzsaki OUP (2019)

Előadó
Bemutató megjegyzései
The perpetually active brain produces vast amounts of neuronal trajectories and these preformed neuronal patterns are available to be matched with unique experiences. Thereby, the initially nonsensical neuronal trajectories can gain meaning by action-based experience. Action is main source for grounding the significance of sensory inputs. Meaning is thus neither objective nor absolute but relative to the grounding action and to the brain’s existing knowledge base. 



OVERALL SUMMARY

Buzsaki OUP (2019)

• Meaning is acquired by adding utility to some of the 
preexisting patterns by experience

• Learning is a matching process between preconfigured 
patterns and experience

• Brain networks are preconfigured ‘dictionaries’ filled 
initially with nonsense patterns

Előadó
Bemutató megjegyzései
The perpetually active brain produces vast amounts of neuronal trajectories and these preformed neuronal patterns are available to be matched with unique experiences. Thereby, the initially nonsensical neuronal trajectories can gain meaning by action-based experience. Action is main source for grounding the significance of sensory inputs. Meaning is thus neither objective nor absolute but relative to the grounding action and to the brain’s existing knowledge base. 



Oxford University Press (2019)

Prose Award Winner in 
Biomedicine and Neuroscience 

(2020)





2024



Buzsaki Hippocampus 2015

SPW-Rs are conserved during evolution

Buzsáki, Logothetis , Singer Neuron 2013
Shein-Idelson et al., Science 2016



https://buzsakilab.com

Subcortical impact



lateral 
septum

Convergence = firing 
rate readout

Tingley, Buzsaki Neuron 2020

hypothalamus

Glucagon 
receptors



Inverse correlation between 
glucose levels and SPW-Rs

David Tingley
Nemko Prize 2021

Tingley, Kaya, McClain, Carpenter, Buzsaki Nature (2021)



LS

Indirectly weight dependent: 
hyperglycemia, hyperinsulinemia, 

leptin resistance 

obesity
type 2 diabetes
sleep complaints 
depression

sleep fragmentation
sleep apnea

sleep hypoxia 

Sleep: brain 
reorganization

Buzsaki, Tingley Ann Rev Neurosci 2023

Hippocampal regulation of glucose levels via lateral 
septum-hypothalamus-pancreas pathway



• SPW-Rs emerged to serve body 
function

• Exapted as memory transfer and 
consolidation mechanisms



Selection of episodic experience is 
performed by hippocampal SPW-R

Előadó
Bemutató megjegyzései
The perpetually active brain produces vast amounts of neuronal trajectories and these preformed neuronal patterns are available to be matched with unique experiences. Thereby, the initially nonsensical neuronal trajectories can gain meaning by action-based experience. Action is main source for grounding the significance of sensory inputs. Meaning is thus neither objective nor absolute but relative to the grounding action and to the brain’s existing knowledge base. 



The NEW subspace patterns satisfy criteria 
that qualify them as ‘learned activity’:

• they emerge with learning near the rewarded 
locations

• they are reactivated in rest2 SPW-Rs
• they predict subsequent memory retrieval











Dimensionality reduction: supervised readout of 
position and  event sequence (trial #)

Előadó
Bemutató megjegyzései
Now that we have a structure that emerge purely unsurprised, we can take a closer look at the neural manifold. We can correlate features of the manifold with various other variables of the external world. 
For example, we can color the manifold base on the linearized position of the animal. Just to orient you... the blue dots in the neural manifold corresponds to
So we have very nice correspondence of the neural manifold and the topology of the maze. This is pretty cool.
 But this is also expected giving that there are place cells in the hippocampus.
What is even more interesting is that if we color the manifold by the trial number. we can see an unexpected pattern emerge ! The neural representation not only tracks different location as animal learn in the maze, it also tracks the progression of trial events.
 You can see this very structured activity pattern from early to late trials where the representation of the events that are closer together in time are embedded closer together in the neural sate space!
So we get a population read out of different trial event!







Dimensionality reduction: unsupervised readout of 
position and  event sequence (trial #)

Előadó
Bemutató megjegyzései
Now that we have a structure that emerge purely unsurprised, we can take a closer look at the neural manifold. We can correlate features of the manifold with various other variables of the external world. 
For example, we can color the manifold base on the linearized position of the animal. Just to orient you... the blue dots in the neural manifold corresponds to
So we have very nice correspondence of the neural manifold and the topology of the maze. This is pretty cool.
 But this is also expected giving that there are place cells in the hippocampus.
What is even more interesting is that if we color the manifold by the trial number. we can see an unexpected pattern emerge ! The neural representation not only tracks different location as animal learn in the maze, it also tracks the progression of trial events.
 You can see this very structured activity pattern from early to late trials where the representation of the events that are closer together in time are embedded closer together in the neural sate space!
So we get a population read out of different trial event!
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